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Abstract—Wireless mesh networks have been widely deployed assume that the network coding system used is MORE [7]. (In
to provide broadband network access, and their performance fact, our results can be adapted to some other network coding
Can o, Sgpiant impioved by usig & new e e sysiems fe MRIT (1), tholigh moderate modifationaa
selfish nodes may deviate from the protocol when they are Wireless mesh network using MORE, incentive compatibibty
supposed to forward packets. This fundamental problem of paket Needed in at least two fundamental aspewtsting and packet
forwarding incentives is closely related to the incentive empatible ~ forwarding Here routing refers to the procedure of computing
routing problem in wireless mesh networks using network cothg,  the number of transmissions each involved node should make
Conventional wirelese neworie, bot diferont from Both of them. [0 @ data packet; packet forwarding refers to the procedure
In this paper, we propose INPAC, the first incentive scheme fo &fter routing that actually transmits packets from the eeuo
this fundamental problem, which uses a combination of game the destination. These are two closely related, but comlylet
theoretic and cryptographic techniques to solve it. We formally  different procedures. The incentive compatible routingjpem
prove that, if INPAC is used, then following the protocol faithfully  in wireless networks using MORE has been studied by Wu et
Is a subgame perfect equilibrium. To make INPAC more practial, 5| [28]. They propose a protocol that gives nodes incestive

we also provide an extension that achieves two improvementga) . TP
an online authority is no longer needed: (b) the computatiorand to honestly measure and report link loss probabilities ia th

communication overheads are reduced. We have implementeshd ~ routing procedure, and prove that following the protocol in
evaluated INPAC on the Orbit Lab testbed. Our evaluation resilts  the routing procedure is to the best interest of user nodes.
verify the incentive compatibility of INPAC and demonstrate that  Nevertheless, incentive compatible packet forwardingha t
it is efficient. same kind of wireless networks has not received sufficient
attention.
The main objective of this paper is to solve the incen-
. INTRODUCTION tive compatible packet forwarding problem in wireless mesh
Recently, wireless mesh networks [2], [8], [20], [21] haveetworks using a network coding system like MORE. We
been widely deployed to provide broadband network accesste that the incentive compatible packet forwarding peobl
to schools, communities, and participants of various exenhas been studied extensively in the context of conventional
It is very challenging and highly important to improve thevireless networks, i.e., wireless networket using network
performance of wireless mesh networks so that the throughpoding. A lot of solutions have been proposed, e.g., [5],
scalability of such networks can meet the needs of differej@], [12], [19], [24], [30]. However, we emphasize that tees
users. One way to achieve significantly better performaace existing solutions for conventional wireless networks rozn
wireless mesh networks is to apply a technique catletivork be used for wireless networks using MORE. For example,
coding [7], [11], [14]-[16]. Unlike in conventional networks, consider one such solution, Sprite [30]. In Sprite, in ortber
in wireless networks using network coding, intermediatde® stimulate cooperation in packet forwarding, the sourceenod
do not store and forward the same packets as sent by the somneées payments to intermediate nodes altrg path to the
node. In stead, intermediate nodes forward new coded paclddstination(which is usually the shortest path). For each packet
computed by themselves from the packets they have receivedginally sent by the source, the amount paid to each node is
Hence, the data is actually “mixed” at each intermediateenodecided by whethehis particular packetas been received by
before it is forwarded by the intermediate node. This idehe destination, and whether thext hop nodalong the path
of mixing data at intermediate nodes takes advantage of tteports having received this particular packet. In comtriasa
broadcast nature of wireless transmissions, and achieea$ gwireless mesh network using MORE, for at least three reasons
performance gains. we cannot use Sprite: (a) Packets are not forwarded along a
Many wireless mesh networks have user-contributed wiselgsredeterminegath from a source to a destination. (b) Given
devices as their nodes. Since users normally have their oam intermediate node, there is no well defimegkt-hop node
interests,economic incentivebecome a crucial problem. A (c) Because intermediate nodes only transmit newly congpute
selfish or economically rational user may let her wirelesoded packets, it is nontrivial to decide tlserrespondence
device deviate from the communication protocol, as londhas trelationshipbetween a packet sent by the source node and a
deviation is beneficial to herself. However, this deviatioay packet transmitted by an intermediate node. Consequevgly,
harm the network’s performance, or even lead the network have to look for a new solution for the incentive compatible
stop functioning in the worst case. Therefore, we need toemabacket forwarding problem in wireless mesh networks using
the communication protocaicentive compatibleso that nodes MORE.
have incentives to faithfully follow the protocol. In wireless mesh networks using MORE, the problem of
In this paper, we consider the incentive compatibility imevi incentive compatible packet forwarding can be described as
less mesh networks using network coding. To be concrete, felows: Suppose that the routing procedure has already com



puted the number of transmissions each node should make in Il. TECHNICAL PRELIMINARIES

order to forward a packet from a source node to a destinationcgnsider a wireless mesh network that has a/sef nodes.

We need to design an incentive scheme that stimulates nofigg , . € v, we denote by(v;, v;) the wireless link from

to faithfully follow the protocol and make exactly the numbenqdey, o nodew;. Lete, ; be the loss probability of this link

of transmissions computed by the routing procedure. (vi,v;). So, if a packet is sent by node, then nodev; can
This problem is technically challenging in at least twaoeceive it with probabilityl —e; ;.

aspects, as we briefly describe below. To address thesa¢athn We assume that this wireless mesh network uses the network

challenges, we use novel techniques from game theory amatling system MORE [7], and we will design our incentive

cryptography, which we also briefly describe below. scheme based on MORE. For completeness, we briefly review
The first technical challenge is in the economic aspect; {}eé packet forwarding procedure of MORE and some related

is nontrivial to find an economic method that gives nodd§'minologies.

incentives to make the right number of transmissions—as farief Review of MORE When a source nod€ sends packets

as we know, there is no existing method in game theory tHata destination nod®, MORE works as follows:

we can directly apply. To address this challenge, we use gagurce Node:The source nodeS sends the packets in

theoretic techniques to design a novel formula for payirtkps patches, where each batch hasnative (i.e., uncoded) pack-

forwarders. As long as this payment formula is enforced, wgg NP1,NPs,...,NPxk. S does not directly send these na-

can guarantee that it is to the best interest of each forwargge packets; in stead, it sendmded packets, where each

to make the right number of transmissions. coded packetCP; is a random linear combination of na-
The second technical challenge is in the security aspeet: Tive packets:CP; = Z,}il CV,iNP;. The vectorCVj =

enforcement of the payment formula mentioned above regjuireV,,, CV,,, ..., CV,k) Is called thecoding vectorof the

monitoring the transmissions each node has made to forwarggdied packe€P;. A'MORE header is attached to each coded

packet, and this monitoring task must be carried out by sorggta packet, which contains the batch number, the coding

other node(s). However, if the latter node(s) do not regeirt vector, the source and destination addresses, and a list of

results of monitoring correctly, we will not be able to cdate (potential) forwarder nodes.

the right amount of payment that should be paid to the formerThe list of forwarders is decided by using the ETX

node, and thus the former node may lose its incentives tovioll metrics [10]. Forv;,v; € V, the ETX distance from; to v;

the protocol. To address this challenge, we apply a combimatjs denoted bydist(v;, v;). Intuitively, this means the expected

of game theoretic and cryptographic techniques to allonesochumber of transmissions to deliver a packet fremto v;

to punish each other for misbehavior like making incorregs dist(vi, v;). Given the destination nod®, we sayv; is a

reports. In this way, we can guarantee that our payment flarmeownstream nodef v; if dist(v;, D) < dist(v;, D). The source

is properly enforced. S chooses all its downstream nodes as forwarders, and orders
In summary, we have the following major contributions ithem in the forwarder list according to their ETX distances t
this paper. D

i . . . Forwarder: When a nodev; hears a data packet, it checks

« We are thefirst to study the incentive compatible packe{ynether it is in the packet's list of forwarders. Then, it cke
forwarding problem in the context of wireless mesh nefghether the packet isnovative(i.e., linearly independent from
works with network coding. _ all previous packets in the same batch thathas heard).

« To solve this problem, we useveltechniques to addressf so 4, makes a number of transmissions to forward this
the technical challenges and design an incentive scherggeyet, where each packet transmittedubys a random linear
INPAC. We formally prove that, if INPAC is used, thencompination of all packets it has heard from this batch.
following the protocol faithfully is a subgame perfect’ The number of transmissions needs to make is precom-
equilibrium. : . uted in the routing procedure of MORE. We denote this

« To make INPAC more practical, we also provide arRumber byt*. We assume that nodes follow the protocol
extension of INPAC in which two improvements argsitnfylly in the routing procedure. Our main objective bist
achieved: (a) an online authority is no longer needeﬁaaper is to guarantee that each forwargewill have incentives
(b) the computation and communication overheads & maket* transmissions for forwarding each data packet.

. Q-%dugcuegrémee that INPAC can be effectively used iRestination Node:The destinationD counts the number of
practice, we consider possible security attacks on INPAGNOvative packets it has received. When it has receiied
and discuss defenses against them. iInnovative packets in the same batch, it sends an acknoededg

« We have completely implemented INPAC on the Orbit La ent (which stops all nodes from transmitting packets is thi
testbed [23]. Our experimental evaluation results vetigy t Pach) fa”ﬂ deé:OdG.’IS thfe recelvedl packetsf.
incentive compatibility of INPAC and demonstrate that it For furt er_ etails of MORE, p eas_e refer to [7].
is efficient. System Architecture The overall architecture of INPAC con-

sists of a number of wireless nodes, on which MORE is imple-

The rest of this paper is organized as follows. In Section Iipented, and a central authority, callédcedit Clearance Center

we describe the network model; since our work assumes @CC). Note that having a central authority like the CCC is
existing network coding system, MORE, we also briefly reviea standard assumption for incentive mechanisms in wireless
MORE. In Section Ill, we design the INPAC basic schemaetworks (e.g., [3], [17], [26], [27]). We assume that the@C

In Section IV, we present a formal incentive analysis of thissues a certificate to each node in the wireless mesh network
INPAC basic scheme. We present the INPAC extended scheams maintains an account ofedit (i.e., virtual currency) for it,

in Section V. We discuss two possible security attacks aed tlust like a central bank; so all the financial transactiortsveen
defenses against them in Section VI. Our evaluation resuttsdes will be cleared at the CCC. This authority can be either
are described in Section VII. After reviewing related work ionline or offline. For conceptual simplicity, in the basitieme
Section VIII, we conclude in Section IX. of INPAC as described in Section Ill, we assume an online



authority. In Section V, we present the INPAC extended seheris the probability that a packet sent hy is not received

in which only an offline authority is needed. by any downstream nodleHence,v;'s utility of making t;
When a node forward packets, it will receive paymentsansmissions is

from the source nodes of these packets as rewards. That is _ _

to say, forwarders get credit for their forwarding servieesl ui(ti) =pi(ti) = tics

source nodes lose credit for receiving these services.derdo =(1- e‘;i)pi — t;cq, (2)

prevent nodes from making false claims about their forwagdi o . .

services, we require that their downstream nodes subnuttep Where ¢; is v;'s cost of making one transmission. From the

to the CCC as evidence of such forwarding services. Detaligst order derivative ofu;, we can easily find thati;(t;) is

about these reports and how the CCC processes them Haximized when

Ci

In

presented in Sections Ill and V. t = pilnei
In €;
I1l. DESIGN OEINPAC BASIC SCHEME Since our objective is thai;(t;) is maximized whert; = ¢},
we need that o
Given the network model and the system architecture, we - ln_pi Ine;
now design an incentive scheme—the INPAC basic scheme, T Ineg

which stimulates cooperation in packet forwarding. Jusg li . . .
many existing incentive schemes in wireless networks,(|8p. S°!ving this equation, we get the formula for.

[17], [26], [27], [31], [32]), INPAC usescredit to simulate G 3
cooperation. However, as we describe below, INPAC useslnove Pi = L’ ©)
techniques that have never been used in existing schemes. G Mg

Preventing Incorrect Reports The above derivations are under

: : the assumption that downstream nodes correctly report the

A. Main |deas of the Design transmissions they have received. Thus we need additional
To develop the main ideas of our INPAC basic schemsjeasures to prevent downstream modes from cheating in their

let us consider a node;, which receives a packet that it isreports about transmissions.

supposed to forward. Node needs to decide the number of There are two types of possible cheating in downstream

transmissions to make in order to forward this packet. Eaclodes’ reportsoverreporting(i.e., reporting transmissions that

of the transmissions; makes induces a cost. However, the they have not actually received) andderreporting(i.e., not

source nodeS will also make a payment to compensate reporting transmissions they have received).

for the transmissions. For nodg, the utility of making these  To prevent overreporting, we propose that, before any node

transmissions equals the received payment minus the iddueg sends any data packet; should attach its own signature

costs. on the batch number and the coding vector to the packet.
Recall that our objective is to guarantee thahas incentives When the downstream nodes repars transmissions that they

to make exactly; transmissions, wherg is computed by the have received, they must presenqt signatures to the CCC as

routing procedure of MORE. To achieve this objective, wethe@vidence.

to carefully design a payment formula, such thamaximizes  To prevent underreporting, we propose thapunishes any

the utility when it makes exactly; transmissions. downstream node that underreports the transmissions from

- . : — itself. Specifically, for any downstream node using the link
Payment Formula The first difficulty in designing the payment! pecincally, y 5 using
for%ula is that, in practice, no onye excap%itse%f carﬁ) CB(/)unt loss probabilitye; ; and the number of transmissions has

precisely how many transmissionsactually makes; so, if the Made. node; can easily calculate tf:/%number of transmissions
payment tov; is based on the number of transmissions madg. shOlIJIdIhte%r du”?)g a t":[”het'r?ter IHbencef, tby comparing
by v;, then there is no way to enforce the payment in realit§!'> ¢@ C”tag ! nltjrr]n %r’c‘é‘” cbee num f_erdo ;an?]mtlrs]smps
To sidestep this difficulty, we propose that nogeshould be has re%or ed 1o de » No fcan n |foufhw ehervj
paid in a constant amount for each packet received by at!@S underreported transmissions from itselfy lthas, therv;
least one of its downstream nodes this way, the incentive PUnishesv; by disallowingv; to forward any future packets

scheme can be enforced as long as the following two conditio?ie_rl'_t t.’y”il' t thi ish ¢ that ¢
are satisfied: (a) Every downstream node correctly repbgs t fo lmpdemen kls punis m(-f(n , wekproposeb bfi‘( ncry%s
transmissions it has received fram (b) There is a formula for 'S ut#redata packets us&ng aN ey un ,gov_vm}o ut nowg yh
calculatingp;, which does not need the number of transmissiofi) 0ther downstream nodes. Note thgt signatures on batc
actually made by or any other node. I hia wiay, even fl forwards those packets, vl not e Aol
Now we develop a formula for calculating; under the k&replaceui’s signa'%ure with its own, and thus will not get paid

assumption that every node correctly reports to the CCC tle .
transmissions that it has heard as a downstream node. (A rforwardlng these packetsOther downstream nodes are not

deveIOplng the formula fOPi’ we will StUdy the case in which 1Recall that the values of these ;, are measured in MORE. We assume

this assumption does not h(_)ld-_) the measured values are correct, as guaranteed in [28].
When v; makest; transmissions, the expected amount of 2| fact, there is also a possibility that overreporting isced with under-
paymentv; receives Is reporting, which can be easily prevented using our appesadbr preventing
overreporting and underreporting.
pi(ti) = (1— eti) ) 3We assume that the number of transmissiopsnakes is sufficiently large
billi) = i JPis during the time interval, so that the number of transmissigrhears converges
to its mathematical expectation.
where “Node v; may be able to figure out the data in some of these packets by
€ — H € (1) looking at packets forwarded by other downstream nodes.edexyin this case,
L i,h forwarding the former packets is no more than forwarding lgiter packets.
dist(vy, , D) <dist(v;, D) Overall v; still loses profits in forwarding some packets.



affected and still can forward these packets and get paygnemodes’ Operationsin the INPAC basic scheme, nodes have
(In Section III-C, we describe a key setup that satisfies titwo types of operationsegular operation®n data packets and
above requirement.) We stress that, with the encryptios gpoeriodic operations

decryptions introduced by this punishment, our total ogads

Fig. 1 lists the regular operations for processing a data

remain small (see Section VII for the experimental evaarati packet.

results), because we usesgmmetric kegryptosystem.

Preventing Punishment AbuseGiven the punishment powe
as described above, node may punish a downstream nod
that does not make incorrect reports.To prevent such aluese,

Fig. 2 lists the three types of periodic operations of each
rnodew;. Note that each type of periodic operations may have
¢ different cycle according to the system requirements.

propose that each node monitors its upstream nodes fifids
that its upstream node punishes itself while; itself has not
made any incorrect report, stops reporting any transmissions
it has received fromv;. Consequentlyy; is “deterred” from
punishingv; unlessv; has underreported its transmissions.

So far we have intuitively explained our main ideas in the
design of INPAC basic scheme. For precise and formal arglysi
of why these ideas can work, please see Section IV.

B. INPAC Basic Scheme

Putting together the ideas we have discussed in Sectidy I11-
we obtain the INPAC basic scheme which stimulates nodes’
cooperation in packet forwarding, as described below.

We assume that the communications between the CCC and
any other node use a reliable protocol, such that lost paeket
always retransmitted. We also assume that the source fiode
submits a signed copy of the forwarder list to the CCC, so that
the CCC knows the upstream/downstream relationships among
nodes.

The INPAC basic scheme consists of two parts: nodes’
operations and the CCC's algorithm.

INPAC Basic Scheme — Regular Operations

Fig. 2.

INPAC Basic Scheme — Periodic Operations

1. Submitting Report: Node v; submits a report t
the CCC, which contains all the records created in th
most recent cycle.

2. Monitoring Downstream Nodes:
For each downstream nodg, v; compares the numb
of its own transmissions tha,t has reported to the CC|
in the most recent cycle with the estimated numbefl of
transmissions that; should report. Ifv; finds thatv; has
underreported its own transmissions,does the follows:
« Before forwarding each future packet; encrypt
#SIGU , payload], using keyk_; (see Section IlI-
or how to computek_;);
« Nodew; replaces its IocaIIy stored value ef ; with
1, and recalculates’ using the algorithm in MORE|

3. Monitoring Upstream Nodes:

Node v; checks, for each upstream nodg, whetherv;

has ever encrypted packets using a key unknown to igelf.
If so, v; stops making records far;’s transmissions in th
future.

INPAC Basic Scheme - Periodic Operations

Fig. 1.

> batch_no: the batch number of a packet.

> code_vec: the coding vector of a packet.

> ID,,: the identity of a nodey;.

> SIGy,: a nodev;’s signature on(batch_no, code_vec).

Source Node: Same as the source node’s operati
in MORE. In addition, the source nod§ attaches an
INPAC header to each outgoing data packet. The IN
header contain§1Gs.

Forwarders: When node v; receives a data pack
from an upstream node; for which v; is in the forwarder
list, v; does the follows:

1) If the data packet is encrypted using a key known

v;, v; decrypts it; if the data packet is encrypted usi
a key unknown tov;, v; discards it and remembe

2) Nodew; verifies SIG,; .

3) Nodew; checks whether the coding vector is lineal
indeﬁendent from the previous packets in the s
batch sent byv;. If so, v; generates a new recor|
(IDy;,batch_no, code_vec, SIG.;) and keeps it.

4) Nodew; checks whether the coding vector is linea
|ndeﬁendent fromall previous |Eac ets in the sa
batch received by; (i.e., whether it isinnovative.
If it is, then v; makes transmissions as specified
MORE. But before making these transmissions,
replacesS1G,; with its own signature and encryp
the packet if i in step 1 the packet was decrypted.

Destination Node: Same as the destination’s operations fjn
MORE.

INPAC Basic scheme - Regular Operations on Packets

CCC's Algorithm After a nodew; submits a report to the
CCC, the CCC processes the report as follows, in order to
clear transactions:

1) Verify all signatures in the report.

2) Verify that all coding vectors for the same batch and the
same sender are linearly independent, and that they are
linearly independent from all coding vectors for the same
batch and the same sender in previous reports submitted
by v,.

3) Forjeach sender identit§D,,
v; IS an upstream node of;.

4) Mark the verified records as submitted by and keep
them.

5) For each record in the report, check whether its coding
vector is linearly independent from all previous coding
vectors in the same batch for which its sender has been
paid. If so, pay its sender (say) the amount ofp; =

from the account of the source nodeand mark

in the report, verify that

zlnl

the record with * ‘paidv;”.

C. Key Setup for Punishing Downstream Nodes

Suppose that node; would like to punish its downstream
nodew;. We use the Akl-Taylor technique [1] to establish a
key setup. This key setup allows to compute a keyk_;,
such thatk_; can be derived by any node except In this
way, v; can punishv; by encrypting future packets using the
symmetric keyk_;.

Let N = Q1Q2 be an RSA modulus, whei@,; and(@- are
two large primes. Suppose thiag € Z3; is confidential toall
nodes (i.e., no node knowg). We assume that each nodgeis



preloaded with a large prim&; andk; = k{fi. Nodew; keeps For the entire game, a strategyfor each playew; specifies

k; secret and makeB; public. what action v; should choose after each possible history.
The keyk_; for punishingyv; can be computed as Clearly, once every player has determined its strategy, the
Moss Py utilities of all players are also fixed. Hence, for each pitaye
k_j =k """ v;, the total utility, the utility in any stage, or the utilityni
. . . any subgame, is always a function of the profile of all players
It is easy to see that, for any # j, strategies. Denote by (s = (s1,...,sn)) the profile of all
b — th#,j Pn kol'lh# Pn kl’[;#i/,j Py 4) players’ strategies. We use|(s), to represent the utility of
—J =M - e :

nodev; in the subgame immediately following histofy, when
Hence, any other node; (i’ # j) can computek_; using the strategy profile is used by the players.

Equation (4). However, it is infeasible fer; to computek_;. We say a strategy profile = (si,...,s,) induces aNash
equilibriumin the subgame immediately following history
IV. GAME THEORETICANALYSIS OF INPAC BAsIC if for all v;, for all s, # s;,
SCHEME ,
Uil (51505 8im1, 80 Sit1,- -, 5n) < wil H(8).

In this section, we present a game theoretic model and
formally analyze our INPAC basic scheme in this model. We says is asubgame perfect equilibriuiifi s induces a Nash
equilibrium in every subgame.
A. Game Theoretic Model

We model the packet forwarding procedure of a particul®. Incentive Analysis

session as a repeated game. The players of this game are thg ¢ game theoretic model we have presented, we can ob-

nodes that are required by the MORE protocol to forward the: ; : : ; T
packets in this session. We assume that there:gulayers in I'E)gflréltjkrlellao;l&)évlggstirlegéﬁg}#zgard|ng the incentive comipiity

total. Theorem 1:The strategy profile in which all nodes follow

The game is divided into stages. In each stdgeeach o hrotocol faithfully is a subgame perfect equilibriumtire
node v; chooses an actiom; ,, which is a tuple:a;, = ame

(ti e, PU; ¢, PD; o). Here,t; ¢ is the number of transmissions Proof: Denote by s* TP ;

) : ; LS . : y s* the strategy profile in which all

(ngqsefego Tiask%éogg?gvﬁrdsl?rge:gc(r:jgxﬁz?rtegmséggua’éno odes follow the protocol faithfully. Consider an arbitrar
N p ; Tesp. §tory H of length L.. Suppose thatdH = HiH,...Hp.

v; chooses to punish in stage The utility of v; in stagel is  \\hen the strategy profile* is used, after historyi, each

vigPUp ¢ nodewv; makest; transmissions and punishes upstream nodes
s : _ . -
io= fio- (pi(1 — Y ety in the setPU; and downstream nodes in the deb;, i.e.,
ui = fue - (il g Dl_[d. . i) ~ citie): st(H) = (tr,PU;, PD;). Given our INPAC basic schemBU*
ist(vn, D) <dist(v:, D) andPD; are decided as follows:
where f; , is the number of new packets that are received and ,

need to be forwarded by; in stage/. ?”%1 ={v;|3,1 << LAHp=(ar,02,...,05,...,an)
As in the standard theory of repeated games [22], we Naj = (t;,PU;,PD;) Av; € PD;};

consider aliscountingotal utility in the entire game. Let < 1
be a constant—we call it the discount factor. The total tytili PD; = {v;|30,1 < ¢ < LA H, = (a1,a a )
of v; in the entire game is g =H == ¢ L2y e gy e e 0 fn

/\aj = (tj, PUj7 PDJ) /\Uli S PUJ}

o0

Ui total = Z 5é_1uz*,e- Now consider an arbitrary;. Let s be an arbitrary strategy
=1 profile that differs froms* only ig v;'S actign imAmedizi[ely

Intuitively, this means the player; has more interest in the following history H. Suppose that; (H)AZ (t;, PU;, PDY).
current stage and the near future than in the far future.  If we can show thatu|g(s*) > u;|n(s~) always holds, by

In a repeated game, a history refers to a number of contirfdne-Deviation Theorem [22], we get that is a subgame
ous stages starting from the beginning of the entire ganeh, sgperfect equilibrium. .
that the actions of all players in all these stages have beerFirst, we can calculate the utilities as follows:
chosen. The length of a history is defined as the number of

. . . v @PUJ 4
stages in it. Given a history, the players can play the rettef N I—1 e ' tr,
game, which constitutes a subgame. In each subgame, we canlu(s”) = Z 0 fie(ps(1 — H 61‘,}1)
consider the utility of each player just as in the entire etpé £>L+1 dist(vp,, D) <dist(v;,D)
game. For example, for a histofy of length L, the utility of —citly), (5)
v; in the subgame immediately following is v
ui|H = Z 6€_1Ui,£- viQPUﬁe N
_ A i
L>L u1|H(SA) = Z s 1fi7g(pi(1 - H Ei,}f)
£>L+1 dist(vp, D) <dist(v;, D)

4Settingei7j to 1 reflects the fact that; does not report hearing packets from
itself. The recalculation off allows v; to increase its number of transmissions _ c‘tA ) (6)
whenwv; finds one or more downstream nodes do not report hearingdiets=a vrie )
Technically, it is crucial to have this step in our protocoltkat we can establish v «
a subgame perfect equilibrium. Of course, we note thamight be making Where f*,, t7,, andPUj} , are the number of packets needed
more transmissions than necessary to deliver packetssiaise. However, this to pe forwarded by no’dei' number of transmissions made

additional cost is not high and we get it only if some node a@& from the
protocol. When the system converges to the subgame pedaiibeéum, this by v; for each packet needed to be forwarded, and the set of

cost is not incurred. Note that, the per-packet paymeris neverrecalculated. Upstream nodes punished by nogg respectively, in stagé



when the strategy profile* is used; correspondingl)fﬁ, tﬁ,,
and PUhAj are the counterparts when the strategy proffteis
used.

Second, for alll > L, all upstream node;, of v;, clearly
we have that

PD} ,=PD} LU U PU 1,
dist(v,,s, D) <dist(v,D)
and that
AN AN AN
PD;;, 2 PDy U U PUL ..

dist(v,,s, D) <dist(vy ,D)

SincePD}, ;, = PDj’, andPU}, , = PU;,
equations imply that '

A
PD;,, C PDS,.

Since v;'s number of received packets is determined by its e(t2) A _
upstream nodes’ sets of punished downstream nodes, we h@egwe have thafdt—g’Z >0if t;, <t7,, and that—==
i0 ’ ’ i6

that, for all¢ > L,

A
fie= fip (7)
Third, we observe that, for alt # 1,
PU}*L,LH
= {’l}jBf,l <(<LANHy;= (al,ag,...,aj,...,an)
/\CLj = (tj, PUj, PDJ) Nvp € PDJ}
A
= PUh7L+1.
Hence,
v @PUR Ly R
ti, A
pi(1— H Gi,hHl) - citi,LJrl
dist(vp,, D) <dist(v;,D)
Uigpul*l,L+1 A
_ tiL1 AN
=pi(1— €ih ) — City 141 (8)
dist(vy , D) <dist(v;, D)
For all¢ > L + 1, since
A A
PUh,e 2 PUh,LJrl = PUZ,L-l—l = PUZ,ea
we have that,
v gPUL,
) tiAl AN
pi(1— H €i.h ) — Cily g
dist(vp,, D) <dist(v;,D)
UiQPU;,,[ tA
i, JAN
<pi(l— H € ) — Cityp- 9)

dist(vp,D)<dist(v;,D)

Now, we define a function of a single varialﬂ@ (for an
arbitrary ¢ > L):

v gPU}, ,

I1

dist(vy,,D)<dist(v;,D)

t2
g(tiA,é) =pi(1 - Ez}f) - Citfz- (10)

From (10), we can easily obtain that

A
dg(ti,)
A
dt;,
UiQPU;,,[ tA 1
=p; H €ih In " @PUT Ci.
dist(vy,, D) <dist(v;i, D) dist(vy,,D)<dist(v;, D) €i,h
dg 2 .
Hence, (g’f) =0 if
dt;,
A C;
tio =108 _wgeu; , 1
dist(vy, , D) <dist(v; , D) €ish Pi In v @PuT

dist(vy, , D) <dist(v; , D) €9k

the above two Plugging the payment formula into the above, we get that

dg(ti,z)
AN
dti,z

& A
=01if t;, =17,

dg(t*
Furthermore, from (10), we see th%l(:g—@) always decreases.
i,0

dg(t))

<0
if tﬁ, >t Therefore, for alltfé,
glt5y) < g(t,)- (12)
Combining (8)(9)(10)(11), we get that, for dll> L,
v gPUL, R
t;
pi(l - II €h) — citiy
dist(vp,,D)<dist(v;,D)
UiQPU;,,[ .
<pi(l— 11 i) — cithy. (12)
dist(vy, , D) <dist(v;,D)
From (5)(6)(7)(12), we get that
wilw (%) = il (s2). (13)

By equation (13), we know that* is a subgame perfect
equilibrium. ]

Theorem 1 tells us that there is a subgame perfect equi-
librium in which all nodes follow the protocol. Clearly, in
this subgame perfect equilibrium, each node makes exdstly t
number of transmissions required by MORE.

V. INPAC EXTENDED SCHEME

The INPAC basic scheme, which we have presented and
analyzed in the previous sections, requires the CCC to alway
stay online. In this section, we present the INPAC extended
scheme, which does not require the CCC to stay online. This
extended scheme also has reduced computation and communi-
cation overheads compared with the basic scheme.

A. Main Ideas of Extended Scheme

Before we present our INPAC extended scheme in details,
we intuitively explain the main ideas we use in our design of
this extended scheme.

Using Offline CCC We no longer require nodes to clear
transactions periodically when they are using the wirehessh
network; in stead, we allow nodes to use the wireless mesh
network first, and clear the transactions only when they have
high speed connections to the CCC. In this way, the mesh



network operator only needs to set up an Internet server Msdes’ Periodic Operations

the CCC in order to satisfy our new requirement—this is a 1) Receipt SubmissiofEach nodev; periodically signs its
much easier task for the operator than maintaining an online ° records about each upstream negls transmissions and

authority. o o submits the signed records tg itself. When receiving
Specifically, we let each node periodically sign its records the receiptsp; verifiesv;'s signatures and also verifies

about each upstream nodg’s transmissions and submit the  that all pairs of(batch_no, code_vec) have indeed been

signed records to, itself, as receipts for transmissions fram transmitted by itself withv; being a downstream node.

These receiptmayallow v; to get the corresponding payments Then,v; keeps the receipts.
when the transactions are cleared. As we have mentione&abov2) Monitoring Downstream NodesEach nodev; periodi-

node v; clears transactions only when it has a high speed ° cally counts, for each downstream nodg the number

connection to the Internet (i.e., to the CCC). At that tintes t of packets sent by itself for which; have submitted
CCC checks each pair @batch_no, code_vec) in each receipt receipts. Nodey; compares this number witht; of the
to see whether the coding vector is linearly independemhfro total number of packets that; should have received
all coding vectors with the same batch number for whighas from v;. If v; reports fewer packets than expected, then
received payments. Node receives a payment for this pair of v; punishesv; using the same method as in the basic
(batch_no, code_vec) only if the above condition is satisfied. scheme.

As in the basic scheme, each nodeneeds to monitor its  3) Monitoring Upstream NodesSame as the basic incentive
downstream nodes for possible underreporting of its trégsm scheme.

sions. Nodev; monitors a downstream node by periodically

checking the number of receipts it has received fremand Transaction Clearance )
comparing it with the number expected by itself. When a nodey; has a high speed connection to the CCC,

Improving Efficiency It is easy to see that a large portion oféanssugcrggﬁs?g ;hv?,a;egﬁmgsr tIE) lfee %2{sil—g%hce:r$1ce:. clears the
the computation and communication overheads of our INPAI

scheme comes from the generation, transmission, and [groces

ing of receipts. Consequently, to improve the efficiency of VI. POSSIBLEATTACKS AND DEFENSES

INPAC, we use a random sampling approach to significantly re-When our INPAC (basic or extended) scheme is used,
duce the number of receipts that need to generated, traadmitsecurity attacks may be launched by selfish or malicious siode
and processed. Although the focus of this paper is incentives rather than

Suppose that we would like to reduce the number of receiggcurity, for practical purposes, we still briefly considen
to 5 of the original, wherem is a positive integer. We possible attacks and discuss the defenses against them.
use a cryptographic hash functidfesh() to help us do the
sampling: For each node;, let z; be a secret known by A Extra Signature Attack
v; and the CCC only. Whenevar; receives a packet from
its upstream nodey;, v; needs to generate and submit 3
receipt for this packet only if the firsta bits of Hash(z;,
ID,;,batch_no, code_vec, SIG,,) are all zeros. SincBlash()
can be viewed as eandom oracle[4], each packet satisfies
this condition with probability;L-.

This approach is secure and incentive compatible for t
following reasons: (a) Upstream node cannot cheat in this
procedure. In particularp; cannot selectively transmit the
sampled packets because it does not kngw (b) Node v;
cannot cheat to increase the number of generated recei
because; cannot forgey;’s signature, which is part of the input
to the hash function. (c) Node cannot cheat to decrease th
number of generated receipts, because then the cheatinggewil
detected and punished hy, in a manner similar to the basic
scheme.

A selfish forwarder nodev; may launch an attack
n our protocol by putting some extra signed pairs of
(batch_no, code_vec) in the payload of a packet. For example,
supposey; is going to send a packet that has batch nunébér
and coding vectof1, 1, 1). So, the paif001, (1,1,1)) is in the
ORE header of this packet, and the signature on this pair is i
e INPAC header. Node launches an attack by putting signed
pairs (001, (1,2,3)) and (002, (2,1,4)) in the payload of this
packet, in hope that the latter two signed pairs will alsodpri
ﬁf)éne payments to itself. Note that this attack witit work
Il nodes hearing this packet follow the protocol, be@us
odes following the protocol should not take these signed
airs of (batch_no, code_vec) (i.e, signed(001, (1,2, 3)) and
(002, (2,1,4))) from the payload and make records for them—
they should make only one record f@001, (1,1,1)) from
the MORE header and the corresponding signature from the
INPAC header. Nevertheless, if a downstream nodéearing

B. INPAC Extended Scheme this packet does not follow the protocel; may make records
Using the ideas we have just discussed, we obtain our INPAEE these extra signed pairs and then submit the recordseto th
extended scheme as follows. CC. In this casey; may get undeserved payments with the
help of v;.

Nodes’ Regular Operations on Packets

Source NodeSame as the basic scheme. We argue that the above attack is actually a colluding attack

- because in this case and v; must have a prior agreement
Forwarders: When nodev; hears a packet from an upstream yhe format of packet payload. One possible defense is that
nodew; for whichwv; is in the forwar(_jer Ils_tvi does the follows: every node randomly samples a portion of packets it hears, to
1) A forwarder’s regular operations in the basic scheme. detect signed pairs abatch_no, code_vec) in the payload. If
2) v; checks: (a) whether the coding vector is linearlyhe attack is detected, it is reported to the network operato
independent from the previous packets in the same batgho excludes the attacker nodes from the system and pursues
sent byv; and heard byv;; (b) whether the firstn |iability against the owners of these nodes.
bits  of  Hash(z;, ID,,, batch_no,code_vec, SIG,;) A better solution to this problem can be provided by a
are all 0. If so, v makes a record collusion-resistant incentive scheme. However, sincisioin
(IDw;, batch_no, code_vec, SIG; ). resistance is technically highly challenging, we leavs tbpic
Destination NodeSame as the basic scheme. to future study.




B. Corrupted Data Attack wireless card attached to an omni-directional antenna.eslod

A forwarder nodev; may also launch an attack on ou'€ Set to transmit at a power level of 20dbm and operate

rotocol by tampering with the pavioads of data packets. wwh& the 802.11b mode with the bit rate 11Mbps. Softwares
21_ receiveﬁ a pgck;tgtﬁ’;t it shgul):j forwalzq,canpmodify or On each node include Linux Debian kernel v2.6.22, Mad-Wifi

remove part or all of the bits in the payload of this packeY0-9-3.3 [18], Click v1.6.0 [25], the MORE package [7], the
This attack allowsy; to gets payments for forwarding packet$-"yPtopp Library 5.5.2 [9].
while the destination does not receive the correct datagreth
packets.

We propose a simple defense against this attack:
On one hand, when a node forwards a packet, it

signs  (batch_no, code_vec, payload) rather than just e O )
(batch_no, code_vec). Since this signature will be part w e o ~ ]
of the receipt, the packet receipt can serve as an evidence of 2 o ois ez e
cheating if this node corrupts the payload. On the other hand T e . olis oz

the source nodé&' and the destinatiorD should establish a
secret key known to onlyS and D and protect the entire
batch of data using a message authentication code (MAC). If
a corrupted data attack is launched, the destination witae .
the attack using the MAC. Then, the destination requests 2 4 6 ® 1o 12 14 16 18 2
all forwarders to submit all their receipts to the source so
that the source can determine who has corrupted the d%ta.3 Testbed Topol
(This defense works for the basic scheme. If it is used f [ S Testhed lopalogy:

the extended scheme, then it finds the attacker node with aBefore running the experiments, we use a module in MORE

prcl)tbingwé);,tr;/v Eg:t?ng ?ga??ﬁ?sr ;[:r:)errﬁg?ecél( %ré)ta attack is ac'guallto measure the loss rate of each link, and find that the link los

anindependensecurity problem for network coding that existdates vary between7.07% and 100%. In MORE, we set the
even ifpno incentivenégheme is usédhas been 2tudied in,%atch size to 32 packets, and the size of each packet is 1500

e.g., [11], [29]. Hence, we can also adapt existing solstitn bytes. The minimum load threshold is set to 0.2 for MORE

our settings in order to defend against this attack. pruning module. .
g 9 In the experiments on the basic scheme, we place the CCC on

VIl EVALUATIONS node 2 at locatiori2, 2). Unless stated differently, nodes submit
o ] their reports to the CCC every 30 seconds. Each node checks,
We completely implement INPAC and evaluate it on thevery 1 minute, whether any downstream node underrepsrts it
Orbit wireless testbed [23]. Specifically, we carry out theets transmissions. In payment calculations, the cost of makaah
of experiments: transmission is 1.

« The first set of experiments are on the utilities of cheating
nodes. The results show that a node reduces its own utility R . .
if it cheats in making transmissions, in reporting hearg- Nodes’ Utilities and Cheating Behaviors
transmissions, or in punishing downstream nodes. When a node deviates from the protocol in packet for-

« The second set of experiments show that, starting fromwnearding, it can have three types of basic cheating behaviors
network system where selfish wireless nodes have randohanging the number of transmissions, underreportingegst
(not necessarily cooperative) behaviors, INPAC makes thedes’ transmissions, and improperly punishing downsirea
system quickly converge to a stable state. In this stahi@des® In this set of experiments, we study the nodes’ utilities
state, every node maximizes its own utility by faithfullyfor each type of basic cheating behavior, respectively, fand
following the protocol. a mixture of basic cheating behaviors.

« The third set of experiments are on the computation andWe have 100 runs of each experiment described below. In
communication overheads. Our results show that INPA€ach run we randomly choose two nodes as the source and
is quite efficient. the destination, to have a session of 120 seconds, in whech th

Below we first describe the setups of all our experiments, afgurce node is always backlogged. Unless stated diffgrentl
then present the detailed results for each set of experape@ch run, we randomly select an involved node and compare
respectively. Note that, since the basic scheme and thadede the utilities it receives when it cheats and when it follols t
scheme are equivalent in terms of nodes’ utilities and tigotocol.

system’s convergence (except that the speeds of utility@®® Changing Number of Transmissions We measure the per-
and system convergence depend on different parameters),batch utilities of nodes when they cheat by changing their

the first two sets of experiments, we only present our resui® number of transmissions for forwarding each packet.Whe
on the basic scheméhe results on the extended scheme aggnode cheats, its is randomly chosen between 0 a2dt?,
similar. For the third set of experiments, we present ounltes wheret? is the number of transmissions it should make when

e
©4 © 14 © 22 3¢

N & 0

for both the basic scheme and the extended scheme. it follows the protocol.
Fig. 4 shows the scatter plot for utility comparison in th€10
A. Setups of Experiments runs. Each point represents the utilities of a randomlycsetke

ode in one run: The y-coordinate of the point is the node’s

From the Oribit radio grid testbed, we randomly select 30.: g g 3 : ;
nodes in the20 x 20 grid. Fig. 3 shows the locations and IDS@nllty when it changes it$; and the x-coordinate is the same
Of- Pt1h?53162 n'\(/l)ges.f ER?A(\:,\? nO((JIje h%% %é-(lstl \ﬂA dcg' ka’OCG%SOJACma”y a node may also cheat by overreporting upstreanesioans-
wit 0 and a ocal har ISK, @nOm;ssions, but we ignore this possibility in our experimeésause it is easily

is equipped with Atheros AR5002X Mini PCI 802.11a/b/gletected by the CCC through signature verifications.
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negative. Neither type of cheating behavior can benefit Heating node.

Fig. 4. Scatter plot of nodes’ utilities, changingvs. following the protocol.

Each point represents a node. Points below the 45 degreg kae: indicate 12 ‘ ‘ ‘ ‘

that changing; yields lower utilities than following the protocol. R e
10 N

"""" Node 24
+—— Node18
— — = Node 13
Node9 |

node’s utility when it follows the protocol. We can see that
all points are below the 45 degree lige= z, which means
cheating always reduces a node’s utility.

We further investigate the relationship between values; of L
and the received utility. In particular we observe the tigi§i of o 10 2 20 20 50
4 selected nodes in one flow from node 4 to node 27. Each time Time(Minutes)
we let one selected node changetitdy +0.5¢F or +£0.8tF, _
respectively, and other nodes remain cooperative. Figo@/sh Fig. 7. Nodes’ utilities when the network system convergeitst stable state.
the utilities per batch for different values @f Clearly, for each
node, the maximum utility per batch is achieved wheg- ¢},

i.e., when the node follows the protocol. If the new behavior increases its own utility, the node moves
to the new behavior; otherwise, it returns to its old behavio
The node terminates this procedure when it finds no way to
further increase its own utility. When all nodes stop chaggi
their behaviors, the entire network system is in a stable sta

We randomly pick 4 nodes in one experiment and observe
their utilities in Fig. 7. (Due to limit of space, we cannobgh
the results of other experiments, which are similar.) As Fig
shows, it takes about 10 minutes for the system to converge to
¢ b=t ———  t=1.8{ a stable state, in which all nodes faithfully follow the prool.

§ G e Given the setup of our experiment, the convergence is fairly
Fig. 5. Per batch utilities of four nodes when each of thens wifferent fast. We can make it even faster if the transactions areedear
values oft;. For each node, the utility is maximized when= ¢}. more frequently.
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Underreporting Transmissions Or Improperly Punishing D. Overheads
Downstream NodesNow we consider the other two types
of basic cheating behaviors. Fig 6 summarizes the results
the experiments on each of them, where thdity gain is

ofNow we evaluate the computation and communication over-
heads of INPAC. We measure the overheads in two different
. utility of cheating N situations: when the system is in the stable state, and defor
defined AS ity of following the protocal 1. In all the 100 runs, .the system converges to the stable state. Our experimerds co
underreporting transmissions of upstream nodes alwaygorioih the basic scheme and the extended scheme.

down the cheating node’s own utility, by.65% to 44.03%. )
Similarly, in all the 100 runs, improperly punishing dowrestm Overheads in Stable StataMVe measure the overheads of both

129.65%. Hence, neither type of cheating behavior can benefit & session of transmitting 4800 packets, when the network

the cheating node in any case. system is in a stable state. In the extended scheme, we set
m = 6. The results of our measurements are shown in Table I.
We can see that the overheads of both the basic scheme and the

C. System Convergence extended scheme are reasonably low. If we compare the basic

When INPAC is used, the wireless mesh network has a stag@'eme with the extended scheme for the total overheade in th
state, namely the equilibrium state, in which all nodesifaity ~€ntire session, then the extended scheme is alsoTit’% more
follow the protocol. In this set of experiments, we study th fficient than the basic scheme, because the extended scheme

procedure that the network system converges to the statite st1aS fewer operations of making reports.

At the beginning of each experiment, we let each nod&verheads in ConvergenceBefore the system converges to a
randomly select one of the following three behaviors: felltg ~ stable state, there may be additional overheads for pungshi
the protocol, cheating by making onfy:5 = ¢ transmissions downstream nodes, which include the time for packet encryp-
for forwarding each packet, and cheating by underreportitigns and decryptions. We use the 128-bit AES in ECB mode.
transmissions from an upstream node. After the experimdédh average, the overhead for punishing a downstream node is
begins, each node repeatedly changes its behavior randotily43 ms per packet. We note that the keys for punishments




TABLE |
OVERHEADS OFINPAC.

10

and the results demonstrate that INPAC is both efficient and

incentive compatible.

Average time for processing a packgt

in either scheme 1.45 ms

Average time for making a report
in either scheme 0.78 ms
Basic scheme’s

total overheads in entire session| 4.75s

Extended scheme’s
Total overheads in entire session| 2.91s

(1]

need to be set up in advance. In a network of size 30, the key
setup time is10.09 ms per node. [2

[3]
VIIl. RELATED WORK

As we have mentioned in Section |, there are two type#!
of existing work that are most related to this paper: incenti
compatible routing in wireless networks using network oggli  [5]
and incentive compatible packet forwarding in convenﬂonaIG]
wireless networks (not using network coding).

Incentive compatible routing in the context of network
coding has been studied by Wu et al. [28]. They proposk]
a method that stimulates wireless nodes’ cooperation in the
procedure of computing how many transmissions each nodg
should make to forward each packet. In contrast, we stamt fro
the point when this routing decision has been made (i.e.nwhe

it has been decided how many transmissions each node shofdgdw. Dai.
make to forward a packet), and propose an incentive schemﬁ

that stimulates nodes’ cooperation in the procedure ofadlgtu
forwarding packets. We note that Wu et al.'s work [28] and our
work are complementary to each other, because the routlihy
procedure and the packet forwarding procedure are closely
related to each other and the proper functioning of the entji2)
wireless network depends on both of them. We also note that
their work cannot replace ours because the right number gg]
transmissions being correctly computed does not nec@ssa[n
mean the right number of transmissions will be made.
Incentive compatible packet forwarding has been extet}sivél“]
studied in the context of conventional wireless networksicv  [15]
do not use network coding. The work in this category can be
further divided into two subcategories: work using credit Q16]
virtual money (e.qg., [5], [6], [12], [24], [30], among otl®r and
work using reputation systems (e.g., [13], [19], among &the
Our work also uses credit, but as we have explained in Sectidfl
[, it is completely different from the existing solutionsing
credit, and cannot be replaced by any of them. [18]
Our work is also related to the security studies of netwotk®!
coding [11], [29], because nodes may launch security ataglo)
on the incentive scheme, and in order to prevent these attagiki]
we may borrow some ideas or techniques from existing sgcuri#?]
solutions. However, as we have emphasized, the main olgecibs
of our work is providing incentives rather than providing24]
security. So our objective differs greatly from the objees
of security studies. [25]
[26]

IX. CONCLUSION [27]

In this paper, we propose INPAC, the first incentive scheme
for packet forwarding in wireless mesh networks using nekwo([28]
coding. It is complementary to the existing work on inceativ
compatible routing in the same type of wireless networksc&i |q)
packet forwarding is a fundamental procedure for computer
networks, INPAC is of great importance to the application %O
network coding technology in environments with selfish sse ]
We have extensively evaluated INPAC on the Orbit Lab testbed

Since our scheme is designed to provide incentives to each
individual node, one interesting open problem is to design
a collusion resistant incentive scheme. We expect this open
problem to be very challenging and plan to study it in our
future work.
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